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Abstract In this study, a lightning data assimilation (LDA) scheme was developed and implemented in the
National Center for Atmospheric Research Weather Research and Forecasting-Real-Time Four-Dimensional
Data Assimilation system. In this LDA method, graupel mixing ratio (qg) is retrieved from observed total
lightning. To retrieve qg on model grid boxes, column-integrated graupel mass is first calculated using an
observation-based linear formula between graupel mass and total lightning rate. Then the graupel mass is
distributed vertically according to the empirical qg vertical profiles constructed from model simulations.
Finally, a horizontal spread method is utilized to consider the existence of graupel in the adjacent regions
of the lightning initiation locations. Based on the retrieved qg fields, latent heat is adjusted to account
for the latent heat releases associated with the formation of the retrieved graupel and to promote
convection at the observed lightning locations, which is conceptually similar to the method developed by
Fierro et al. Three severe convection cases were studied to evaluate the LDA scheme for short-term (0–6 h)
lightning and precipitation forecasts. The simulation results demonstrated that the LDA was effective in
improving the short-term lightning and precipitation forecasts by improving the model simulation of the
qg fields, updrafts, cold pool, and front locations. The improvements were most notable in the first 2 h,
indicating a highly desired benefit of the LDA in lightning and convective precipitation nowcasting
(0–2 h) applications.

1. Introduction

Thunderstorm lightning and heavy rainfall often cause property damage and threaten lives. Timely and
accurate forecasts of these phenomena are critical for mitigating their impact. Lightning usually accompanies
severe convective weather, as rimed ice-phase particles and strong updrafts associated with the deep
convective clouds are favorable for electrification (e.g., Takahashi & Miyawaki, 2002; Macgorman et al.,
2005). During the last few decades, researchers found that the total lightning rate strongly correlates with
graupel contents and updrafts in convective storms (e.g., Carey et al., 2014; Deierling et al., 2008; Fierro
et al., 2006; Kuhlman et al., 2006; Ribaud et al., 2016), signifying that total lightning data can be used to infer
the dynamical and microphysical features of convective clouds.

Modern lightning detection systems are capable of detecting lightning over broader regions in real time with
higher detection efficiency. Land-based lightning detection systems, for example, the Earth Networks Total
Lightning Network (ENTLN; Liu & Heckman, 2010), and the upgraded U.S. National Lightning Detection
Network (Nag et al., 2014) detects total lightning rates over the contiguous United States (CONUS).
Furthermore, the Geostationary Lightning Mapper instrument aboard the recently launched Geostationary
Operational Environmental Satellite-R Series can detect total lightning over CONUS and most of the
Western Hemisphere (Goodman et al., 2013). The Lightning Mapping Imager instrument aboard the
Feng-Yun-4 Geostationary Satellite is able to detect total lightning over China, the Western Pacific, and
the Indian Ocean (Yang et al., 2017). These geostationary satellite-based lightning detection instruments
further extended the range of real-time lightning detection.

The relationship between lightning activity and convective cloud properties, along with the wide
detection range of the modern lightning detection systems, motivates research efforts aimed at
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systematically assimilating lightning data into NWP models to generate more accurate initial conditions
for forecasting severe convective weather. Previous lightning data assimilation (LDA) approaches used
lightning to derive rainfall rates through empirical relationships and then modified model latent heat
profiles based on the lightning derived rainfall (e.g., Alexander et al., 1999; Benjamin et al., 2004;
Chang et al., 2001; Pessi & Businger, 2009). Papadopoulos et al. (2005) employed lightning to nudge
the model humidity profiles toward empirical humidity profiles derived from observed soundings in
thunderstorm days to encourage the convective parameterization scheme (CPS) to activate. The LDA
method developed by Mansell et al. (2007) utilized total lightning data to force or suppress the trigger-
ing of the CPS. These assimilation methods were all employed in the mesoscale models with grid spacing
larger than 10 km.

Following an initial idea proposed in Fierro and Reisner (2011), Fierro et al. (2012) first developed a method to
assimilate lightning data at the cloud scale. They used lightning data to adjust water vapor in mixed-phase
regions (0°C to �20°C) with a hyperbolic tangent-nudging function. By evaluating the short-term forecast
of an outflow-dominated mesoscale convective system (MCS), which utilized the LDA method developed
in Fierro et al. (2012) and a three-dimensional variational (3DVAR) data assimilation (DA) technique-based
radar DA, respectively, Fierro et al. (2014) demonstrated that assimilating lightning data could achieve similar
improvements for the short-term forecast of this type of convective system as assimilating radar data. Fierro,
Clark, et al. (2015) described the improvements when applying their LDA method on the precipitation fore-
cast during the warm season of the United States. Lynn et al. (2015) and Lynn (2017) made use of the LDA
scheme in Fierro et al. (2012) to evaluate its impact on lightning forecast and also tested a method to sup-
press spurious precipitation. Marchand and Fuelberg (2014) employed the low-level warming nudging
method to initialize convection indicated by observed lightning at the convection-allowing scales. Qie
et al. (2014) implemented a hyperbolic tangent-nudging function, which was similar to that in Fierro et al.
(2012), into the Weather Research and Forecasting’s (WRF) single-moment 6-class bulk microphysics scheme
(Hong & Lim, 2006) to adjust the graupel mixing ratio (qg) based on total lightning rate; however, the thermo-
dynamic variables were not adjusted in their method.

Besides the nudging-based assimilation methods, several researchers employed ensemble Kalman filter
(EnKF) and 3DVAR techniques to assimilate lightning data. Mansell (2014) employed an explicit lightning
scheme and a linear relationship between flash rate and graupel echo volume, respectively, as forward
operators to assimilate flash-extent density (FED) data with EnKF. Allen et al. (2016) tested model-based
linear-forward operators between FED and graupel mass, graupel volume, and noninductive charging rate,
respectively, with EnKF. They found that the operators of noninductive charging rate performed poorly
compared to the operators of graupel mass and graupel volume. Fierro et al. (2016) utilized FED data and
lightning source density data to calculate the pseudo-observations of the water-vapor mixing ratio and then
assimilated them into the model in tandem with the radar data based cloud analysis algorithm within a
3DVAR framework. They also assimilated radial winds variationally using the full cost function with both
R < 10 km and R > 10 km decorrelation length scales. They suggested multiscale approach for assimilating
radar and lightning in future research endeavors.

This study presents a LDA nudging method implemented in the NCAR (National Center for Atmospheric
Research) WRF Real-Time Four-Dimensional Data Assimilation (WRF-RTFDDA) system. In this LDA method,
qg fields are retrieved from the observed total lightning rates, then the retrieved qg fields and the
corresponding latent heat releases are assimilated into the WRF model via the nudging-based
four-dimensional data assimilation (FDDA) method. The latent heat release is presented as the tempera-
ture tendency term in the model. Adjustment of latent heat associated with the added hydrometeor is
important for promoting and sustaining convection, as well as making the model thermodynamic fields
consistent with the lightning retrieved qg fields. The LDA method proposed in this work is conceptually
similar to that developed by Fierro et al. (2012), which directly promotes convection at observed light-
ning locations. In this LDA method, the lightning-retrieved qg fields are assimilated simultaneously along
with the latent heat releases into the WRF model based on the well documented, robust relationship
between lightning rates and graupel contents. The main idea for this LDA method was also motivated
by techniques used in modern cloud analysis packages (Gao & Stensrud, 2012; Hu et al., 2006; Xue
et al., 2003).
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2. Data and Methodology
2.1. Data

The data assimilated into WRF-RTFDDA for this work are the total lightning (i.e., a sum of cloud-ground (CG)
and intracloud (IC) lightning) rate data from the ENTLN (Liu & Heckman, 2010). The detection efficiency of the
ENTLN is more than 95% for CG flash and generally 50% to 90% for IC flash. The accuracy of detection location
of the ENTLN is from tens of meters to about 500 m (see Figure 6 in Fierro et al., 2012). The total lightning data
were interpolated to model grids (3 km × 3 km) from the original longitude and latitude coordinates and
accumulated at intervals of 15 min (similar to the procedures in Fierro et al., 2012).

The data for model performance evaluation include the National Mosaic and Multisensor Quantitative
Precipitation Estimation (NMQ) radar reflectivity product (Zhang et al., 2011), the NCEP’s STAGE-IV precipita-
tion data (Lin & Mitchell, 2005), the 2 m temperature and relative humidity data from the land-based weather
stations, and the lightning data. The STAGE-IV precipitation data and the NMQ reflectivity data were interpo-
lated to the model grid (3 km × 3 km) to establish direct comparisons with the simulations.

2.2. NCAR WRF-RTFDDA System

WRF-RTFDDA is a four-dimensional DA and forecasting system developed by NCAR. The RTFDDA system was
originally built upon the Fifth-Generation Pennsylvania State University-National Center for Atmospheric
Research Mesoscale Model (Grell, Dudhia, & Stauffer, 1994) and was later improved and incorporated into
the WRF model by Liu et al. (2005, 2006). RTFDDA is formulated to continuously assimilate diverse weather
data, including the rawinsonde, metar, ship, buoy reports, wind profilers, satellite atmospheric motion
vectors, commercial airline reports, and radar, into the WRF model by a nudging/Newtonian relaxation
approach. During the DA periods, it calculates the differences between the observation and model states,
and then nudges the model state toward the observation by adding a tendency term to the model prognos-
tic equations with temporal and spatial weight functions (Cheng et al., 2017; Liu, Warner, Astling et al., 2008;
Liu, Warner, Bowers et al., 2008; Pan et al., 2015; Sharman et al., 2008).

There are two FDDA methods used in WRF-RTFDDA (Liu et al., 2006; Stauffer & Seaman, 1990): the observa-
tion nudging and the grid nudging. In the grid nudging, model states are nudged toward the observations at
corresponding analysis-model grids, as expressed by equation (1):

∂Χg

∂t
¼ P Χg; t

� �þ GΧ ·WΧ ·TΧ · Yg � Χg
� �

(1)

where Χg is the model-state variable, P(Χg, t) is the original dynamical and physical terms of the WRF model
prognostic equations, GΧ is the relaxation time scale that is used to prevent the occurrence of unrealistic noise
wave due to the instantaneous change of model variable,WΧ is a spatial weight function, TΧ is a time weight
which is a function of the time lags between the observation and model state, and Yg is the observation or
analysis value on the model grids.

2.3. Lightning Assimilation Scheme

Based on the robust relationship between total lightning rate and graupel content/volume (e.g., Carey et al.,
2014; Deierling et al., 2008; Fierro et al., 2006; Wiens et al., 2005), we retrieved qg fields using the observed
lightning rates and then assimilated them into theWRFmodel using the RTFDDA grid-nudgingmodule along
with latent heat nudging. As with the retrieval of hydrometeor mixing ratio from radar reflectivity in radar DA,
some empirical assumptions are required to retrieve qg fields from the total lightning rates.

The linear formulation between lightning rate and graupel mass (equation (2)) was derived in Alabama
during the Deep Convective Clouds and Chemistry field experiment by Carey et al. (2014) using
dual-polarimetric radar and lightning mapping array observations:

F ¼ 2:43�10�8·Mg (2)

where F is the total lightning rate (per min) and Mg is the integral graupel mass (kg) in the layer confined
between the �10°C and �40°C isotherms. In contrast to the relationship between rainfall and lightning,
which is highly regime-dependent (e.g., Petersen & Rutledge, 1998), researchers found that the relationship
between graupel mass and total lightning rate is relatively invariant for different regions and independent of
meteorological regime (e.g., Deierling et al., 2008; Petersen et al., 2005). Therefore, although equation (2) was

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027340

WANG ET AL. A LIGHTNING DATA ASSIMILATION METHOD 12,298



derived from the observation in Alabama, it could be applicable to other areas. It is noted that equation (2)
was constructed on the whole-storm scale. Allen et al. (2016) found that graupel mass is well correlated
with FED on the whole-storm scale and the subsections of storms on the scale of 8 km × 8 km. Gauthier
et al. (2006) reported a near linear relationship between CG lightning rates and integrated precipitation ice
mass on the column scale (2 km × 2 km) by analyzing 7 years of radar data and lightning data. Hence, we
made an assumption that the linear equation between F and Mg on the whole-storm scale could be
applied to the model-column scale.

The column-integrated graupel mass (between �10°C and �40°C) was calculated from the observed total
lightning rates using equation (2). Since the column-integrated graupel mass is primarily determined by
the qg of each grid within the model-column, an approach to derive the three-dimensional qg fields from
the column-integrated graupel mass is to apply the characteristic profiles of qg for different column-
integrated graupel masses. A database of qg profiles was constructed based on the retrospective simulation
results of all severe convective weather cases during the 4 months from April to July of 2015 in central
United States. Themodel physical schemes used in the retrospective simulations were the same as those used
in the assimilation simulations, which will be introduced below. The retrospective simulations were run with a
configuration of convection-allowing scale (3 km × 3 km) and densemodel vertical levels in the layer between
the 0°C and�40°C isotherms. The grid spacing of the retrospective simulations used to derive the database of
qg profiles needs to be the same as for the simulation domain used in the LDA experiments, as the character-
istic profile of qg for each bin of column-integrated graupel mass may likely be dependent on the grid spacing
of the simulations. The outputs of the retrospective simulation were sampled every hour to construct the
database of qg profiles. Since the vertical distribution of qg is more related to temperature than to altitude,
when constructing the database of qg profiles, each qg sample profile was linearly interpolated to temperature
layers in 1°C increments from theWRFmodel sigma levels. From the statistical results, the qgwithin the 0°C to
�10°C layer were found to be related to the integrated graupel mass between �10°C and �40°C (Pearson’s
r > 0.80), and the correlations were statistical significance (p ≤ 0.05). Therefore, the qg profiles with the tem-
perature range between 0°C and �40°C were constructed. For each qg profile, the corresponding column-
integrated graupel mass (between �10°C and �40°C) was computed. In the database, the qg profiles were
divided into 13 groups according to the different column-integrated graupel mass bins. The characteristic
profile of qg for each bin of column-integrated graupel mass was determined by averaging the individual
model-derived profiles that fell within the same group. The frequency distribution diagrams of qg were con-
structed for each column-integrated graupel mass bin. Four examples of these diagrams are presented in
Figure 1. The characteristic profiles of qg and a series of percentiles are also shown in Figure 1.

In the ENTLN, for each lightning event, only the location of the brightest pulse (i.e., around the initiation loca-
tion for IC lightning; the return-stroke location, which is usually not horizontally far away from the initiation
location, for CG lightning) is recorded as the lightning location (M. Stock, personal communication, 2016).

Figure 1. The frequency distribution diagrams of qg corresponding to temperature for the (a) first, (b) third, (c) fifth, and (d) seventh bins of column-integrated grau-
pel mass. The white lines are the characteristic profiles of qg of the given bin, and the adjacent white dash lines are the 10th and 90th percentiles. The samples for the
statistical profiles of these four bins are 28,075, 42,395, 27,462, and 17,796, respectively.
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Studies found that most lightning is initiated within or close to the regions containing graupel (e.g.,
Bruning et al., 2007; Fierro, Mansell, et al., 2015; Lund et al., 2009). Therefore, it is expected that graupel
exists not only in the observed lightning columns but also in the adjacent regions of these columns. A
distance-weighting function-based spread method was applied to account for the graupel in such regions
(equations (3) and (4)):

qg xð Þ ¼
PN

i¼1 qg xið Þ·Wi ri; Rð Þ
N

(3)

where qg (x) is the qg on grid-box xwith zero lightning observation. qg (xi) is the qg on grid-box xiwith nonzero
lightning observation around grid-box x within the influence radius R. N is the number of grid boxes with
nonzero lightning observations around grid-box x within the influence radius R. Wi is a spatial-weight func-
tion formulated by Cressman (1959) defined as

Wi ri; Rð Þ ¼
R2 � ri2

R2 þ ri2
; 0 < ri ≤ R

0; ri > R

8<
: (4)

where ri is the horizontal distance between grid points x and xi. The influence radius R was set to 6 km in this
study. The areal extents of the retrieved qg fields are linearly proportional to R. Several values of Rwere tested,
and the value of 6 km appeared to produce the qg fields that the areal extents were most consistent with the
qg fields retrieved from radar reflectivity data using the method of Lerach et al. (2010). Fierro et al. (2016) also
used the decorrelation length scale of 6 km in their study. The total graupel mass of the whole domain is cal-
culated before and after the spread process, respectively. After the spread process, the qg on each grid box
was decreased in equal proportion to keep the total graupel mass unchanged after the spread process. The
qg fields were then horizontally smoothed to mitigate sharp gradient. Figure 2 shows the examples of
lightning-retrieved qg fields (Figures 2a and 2c) and the corresponding lightning rates from observations
(Figures 2b and 2d).

After the three-dimensional qg fields were retrieved, they were assimilated into WRF using the RTFDDA grid-
nudging module. The latent heat adjustment module of RTFDDA was employed to take into account the
latent heat releases associated with the formation of the graupel. The temperature increments corresponding
to the latent heat releases were proportional to the increments of qg:

ΔT ¼ Δqg Lc T0ð Þ þ Lf½ �=Cp (5)

where ΔT is the temperature increments added to the tendency term, Δqg is the increments of qg of the grid
box, Lc is the latent heat of condensation at the preexisting temperature T0, Lf is the latent heat of freezing at
0°C, and Cp is the specific heat capacity of water. Below the 0°C layer and above the lifting condensation level,
ΔT was linearly reduced from its value at the 0°C layer to zero. A filtering method for latent heat adjustments
was applied, and the latent heat was added only at the grid where lightning-retrieved qg was greater than
1 g kg�1 to prevent the excitation of strong updraft at the edge of convection. This filtering method is similar
to that in Fierro et al. (2016), who set a lower cutoff value of lightning rate to avoid promoting the unrealis-
tically wide updrafts. For the grid with zero lightning-retrieved qg value, the background qg, if it was greater
than 0, was nudged toward 0 g kg�1.

In this study, the LDA time interval is 15 min; for example, the lightning rate between 00:00:00 and 00:15:00
was assimilated into the model during the time integration between 00:00:00 and 00:15:00. Note that a thun-
derstorm may slightly move or evolve during one DA interval, while the lightning data are stationary during
this period. The original time-dependent weighting function (Tx in equation (1)) of RTFDDA tends to mitigate
such an effect. The time-dependent weighting function of the RTFDDA was modified for assimilating light-
ning data to account for the fact that lightning data are accumulated fields within a DA time window. This
differs from radar DA where each recorded observation represents the information of a single moment,
and therefore, the closer the model time is to the observation time, the higher the DA weight. In this LDA
method, we set lower weights toward the boundaries of the two observation periods. For each LDA time
window, in the first 2 min and last 2 min of each LDA time window, the weighting coefficient is set to zero;
that is, the lightning is not assimilated, so that the simulated thunderstorms are freely adjusted by the model
dynamics during these time segments. From the second minute to the third minute, the weighting function
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gradually increases from 0.0 to 1.0, and the weighting function gradually decreases from 1.0 to 0.0 from the
12th minute to the 13th minute.

2.4. Case Descriptions and Model Configuration

Three convection cases with different characteristics, occurred in the central plains of the United States, were
selected to test the LDA scheme.

Case 1. An organized squall line in the southern and central plains of the United States on 27 April 2016.
The squall line was initiated around 2200 UTC 26 April over eastern Kansas, western Oklahoma, and
northwestern Texas. It moved eastward into Missouri and Arkansas by 0600 UTC 27 April. The squall line
was influenced by a deep low pressure (996 hPa) over Kansas, Oklahoma, and northwestern Texas.

Case 2. An MCS in the central plains of the United States on 3 July 2016, which grew upscale from several
discrete storms over Colorado and Kansas. A surface low pressure (1,004 hPa) system was situated over
Kansas, Oklahoma, and Texas.

Case 3. Outbreak of discrete storms in the central plains of the United States on 8 July 2017. With the
development of the storms, some discrete storms gradually merged into an MCS. The outbreak of discrete
storms was associated with strong local forcing.

The simulation domains for these three cases included one nested grid (Figure 3). The horizontal grid spacing
was 9 km for the outer domain and 3 km for the inner domain. The lightning data were assimilated to the
inner domain only. As the IC/CG flash ratio is generally around 3:1 in typical single or multicell thunderstorms
(Boccippio et al., 2001), the average detection efficiencies for total lightning over the three simulation
domains could be around 70%. Both domains had 43 vertical (WRF eta) levels and a model top at around

Figure 2. (a and c) qg fields retrieved from the observed lightning rates (the maximum values in vertical; g kg�1). (b and d) The corresponding total lightning rates
from observations interpolated onto the WRF 3 km grid with 15 min accumulated interval.
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50 hPa. The 6-hourly 0.25° NCEP Final Operational Global Analysis (FNL) data were used as initial and lateral
boundary conditions. The NSSL-ELEC two-moment, six hydrometeor category bulk microphysics scheme
(Mansell et al., 2010; Mansell, 2010; Ziegler, 1985) that is coupled with an electrification scheme (Mansell
et al., 2005) and a bulk lightning discharge scheme (Fierro et al., 2013) was employed in this study. The
NSSL-ELEC scheme is characterized by coupling electrification and lightning discharge scheme to WRF and
enables WRF to simulate the charging processes and lightning of thunderstorms. The detailed descriptions
of charging and lightning discharge schemes of NSSL-ELEC can be found in Mansell et al. (2005), Mansell
et al. (2010), and Fierro et al. (2013). When using the NSSL-ELEC to explicitly forecast the flash origin
density rates, the selected noninductive charging scheme was Saunders and Peck Scheme (Saunders &
Peck, 1998; Mansell et al., 2005); the breakeven field profile (Dwyer et al., 2005) was used as the
breakdown electric field profile to initiate lightning; the size of discharge cylinders was set to 6,000 m; the
option of screening layers was switched off; the fraction of the electric field magnitude or net charge,
which was removed within the cylinder volume after bulk discharge, was set to 0.5.

Other physical schemes employed in this study include the Mellor-Yamada-Janjic turbulence kinetic energy
scheme for the boundary layer (Janjić, 1994), the Noah land surface model (Chen & Dudhia, 2001; Ek et al.,
2003), and the Rapid Radiative Transfer Model for GCM shortwave and longwave radiation schemes
(Iacono et al., 2008). The Grell-Freitas (Grell & Freitas, 2013) CPS was utilized in the outermost domain, while
no CPS was activated in the 3 km inner domain.

Three sets of experiments were conducted with varying simulation and analysis time windows to evaluate
the LDA. In the first set of experiments (Figure 4a), the simulations for all three cases were initialized at
0000 UTC and ended at 0900 UTC. In the experiments with the LDA, total lightning data were assimilated
during the first 3 h (0000 UTC–0300 UTC) with a 15 min interval. In this set of experiments, there was no “spin
up” period allowed prior to the LDA, and themodel was “spun-up” dynamically alongwith the LDA process. In
the second set of experiments (Figure 4b), a spin-up period occurred before starting the DA, and thus, the
simulation results provided information on continuous DA cycles that mimic DA cycles of operational
RTFDDA forecast systems. In the third set of experiments (Figure 4c), for all cases, the initial times are the
same as the first set of experiments, but the time window lengths of the LDA were set to 2 h, 3 h, 4 h, and
5 h, respectively. One-hour and two-hour forecasts were performed after the LDA period. The last set of
experiments was used to assess the effect of the LDA on nowcasting (0–2 h forecasts) of lightning and con-
vective precipitation. For each case, a control experiment (without the LDA) was conducted. In the first set of
experiments, the simulation using the LDA method developed by Fierro et al. (2012) was also performed for
Case 1 for a comparison. The acronyms and description of all the experiments are summarized in Table 1.

3. Results

The model forecasts of radar composite reflectivity, total lightning densities, and surface precipitation
with/without the LDA are evaluated through subjective comparisons and computing objective skill scores

Figure 3. Model domain configurations for the case studies. (a) The case of 27 April 2016. (b) The case of 3 July 2016. (c) The case of 08 July 2017. Terrain heights are
represented in colored shades.
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against the corresponding observations. The simulation results of the first set of experiments were presented
in section 3.1, section 3.2, and section 3.3.

3.1. Case 1: 27 April 2016

In ASML, the model qg fields were continuously adjusted toward those retrieved from the lightning data and
the corresponding latent heat releases were added through the thermodynamic equations during the ana-
lysis period. By 0300 UTC (i.e., the end of the analysis period), the overall morphology of the squall line of
ASML matched well with the observation (Figures 5a–5c). ASML positioned the lightning and precipitation
regions more accurately than CTRL did (Figures 6a–6c and 7a–7c). ASML well captured lightning activity
and rainfall in north-central Texas, while CTRL failed to simulate those (black arrows in Figures 6b and 6c
and 7b and 7c). These improvements were realized partly by the more accurate simulation of qg fields in
the analysis period (Figures 8a, 8b, 8e, and 8f), as graupel affects electrification and cold rain processes. In
ASML, updrafts were promoted in the regions where the increments of qg were added using the latent heat
nudging (Figure 9b). Compared to CTRL, wider areal extent of updrafts in ASML (Figures 9a and 9b) caused a
broad distribution of the water vapor. As a result, the areal extents of precipitation regions were increased
and the maximum precipitation intensity was reduced, which were more consistent with the observations
than those in CTRL (Figures 7a–7c).

During the analysis period, precipitation was generated faster in ASML compared to ASML-FO (not shown),
as the graupel, which was directly assimilated into the model in ASML, could affect the cold-cloud preci-
pitation microphysics (i.e., graupel melts into raindrops). The updrafts were promoted in both ASML and
ASML-FO (not shown), while the cold pools were produced faster in ASML, as a result of the faster

Figure 4. Flow diagrams for the experiments of (a) the LDA without a proceeding “spin-up” period, (b) the mimic cycled LDA system, and (c) employing the LDA on
convection nowcasting.

Table 1
The Acronyms and Description of the First Set of Experiments (the First and the Second Row), the Second Set of Experiments (the Third Row), and the Third Set of
Experiments (the Fourth Row)

Experiment
Names

If There Is a “Spin-Up” Before
the Analysis Time

Forecast
Time Descriptions

CTRL, ASML No 6 h Control run and lightning data assimilation run (cf. Figure 4a)
ASML-FO No 6 h Lightning data assimilation run using the method developed by Fierro et al. (2012)
CTRL-SP,
ASML-SP

Yes 6 h Control run and lightning data assimilation run. Used to mimic DA cycles of operational RTFDDA
forecast systems (cf. Figure 4b)

CTRL-NC,
ASML-NC

No 2 h Control run and lightning data assimilation run. Used to assess the effect of the LDA on nowcasting
(0–2 h forecasts) of lightning and convective precipitation (cf. Figure 4c)
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production of precipitation. The cold pool could affect the development of convection, and this effect is
more pronounced on the cold pool-dominated storms (e.g., Case 1). The radar composite reflectivity of
ASML was more consistent with the observations compared with ASML-FO during the analysis period
(Figures 5a, 5c, and 5d). In ASML-FO, the coefficients used to increase water vapor (qv) were the same
as in Fierro et al. (2012) (i.e., the minimum relative humidity of 81% and the maximum relative humidity
of 101%). An experiment with more aggressive qv adjustments (similar to Fierro, Clark, et al., 2015;
i.e., the minimum relative humidity of 95% and the maximum relative humidity of 105%) generated precipi-
tation and cold pool slightly faster than using the coefficients in Fierro et al. (2012), but still slower than
ASML did.

By 0400 UTC (1 h forecast), CTRL failed to forecast lightning and rainfall in north-central Texas (black arrows in
Figures 6e and 6f and 7e and 7f), owing to a lack of graupel and updrafts at that area (Figure 8c). In contrast, in
ASML, the qg fields in northern Texas were maintained into the forecast period (Figure 8g), suggesting that
the updrafts promoted by latent heat nudging were generally consistent with the assimilated qg fields. In
addition, ASML corrected the excessive lightning densities in Oklahoma of CTRL. Due to the faster

Figure 5. Composite radar reflectivity (dBZ) for the case of 27 April 2016. (a, e, and i) The NMQ observations; (b, f, and j) CTRL; (c, g, and k) ASML; (d, h, and l) ASML-FO.
The time and valid forecast time (in the brackets) are marked above each panel; 0 h is the end of analysis period.
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production of cold pools in the analysis period of ASML, the morphology of the squall line of ASML was
slightly better than that of ASML-FO in 1 h forecast (Figures 5e, 5g, and 5h).

By 0600 UTC (3 h forecast), CTRL forecasted some qg fields in central Texas but failed to simulate qg fields
(Figure 8d) and updrafts (not shown) in northern Texas, resulting in lightning and rainfall gaps (black arrows
in Figures 6h and 7h). The updrafts and qg fields were maintained after the LDA period, and the continuous
distribution of lightning and precipitation were forecasted in ASML (black arrows in Figures 6i and 7i), which
agreed with the observations. The bias in propagation speed of the squall line in ASML was smaller than that
in CTRL because of the existence of a deeper cold pool in ASML (Figures 9c–9f). At this time, the morphology
of the squall line in ASML was very similar to that in ASML-FO (Figures 5k, and 5l).

The horizontal winds, relative humidity, and surface potential temperatures of the experiments were
analyzed (Figure 9) to understand the role of the LDA in correcting the initial thermodynamic

Figure 6. Hourly accumulated total lightning rates (at 9 km2) up to the timemarked in each panel (forecast time is shown in the bracket) for the case of 27 April 2016.
(a, d, and g) The ENTLN observations; (b, e, and h) CTRL; (c, f, and i) ASML. The observation contour of 1 (at 9 km2; in red) is shown in the panels of CTRL and ASML. The
areas pointed by black arrows are specially discussed in the text.
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environment. In CTRL (Figure 9c), although the convergence existed across the dry line, the thermodynamic
environment in north-central Texas with warmer air on the west side of the dry line and colder on the east
side was not favorable for the initiation of convection. Figure 9e shows that the simulated temperature of
CTRL was more than 6°C higher than the observation in the south part of the convergence (indicated by
the lower violet frame in Figure 9e), indicating that the areal extent of the north-south-oriented cold front
in CTRL was smaller than the observation. The biases of temperature fields and the associated cold front
are the main reasons for CTRL to fail in simulating convection in Texas in CTRL. The positional deviation of
the cold front resulted in the forecasted squall line to be displaced from the observations. In contrast, the
convection in Texas was triggered by the LDA during the analysis period of ASML (Figure 9b), and the
associated rainfall produced cold pools in Kansas, Oklahoma, and Texas (Figure 9d). The LDA-introduced
cold pools reduced the local simulation errors in temperature (Figure 9f, indicated by the violet frames).
The eastward movement of the cold pools continuously lifted the warm moist air masses on the east side
of the fronts and maintained convections during the subsequent forecast period (not shown). The

Figure 7. Hourly accumulated precipitation rates (mm) up to the time denoted above each panel (forecast time is shown in the bracket) for the case study of 27 April
2016. (a, d, and g) The STAGE-IV observations; (b, e, and h) CTRL; (c, f, and i) ASML. The observation contours of 0.5 mm (in red) are shown in the panels of CTRL and
ASML. The areas pointed by the black arrows are discussed more specifically in the text.
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corrected convection in ASML improved the simulation of the cold front locations and resulted in better
forecasts of the squall line locations during the forecast period.

3.2. Case 2: 3 July 2016

At 0300 UTC (i.e., the analysis period), ASML noticeably improved the lightning (Figures 10a–10c) and preci-
pitation (Figures 11a–11c) simulations compared to CTRL, which benefited from the assimilation of the
lightning-retrieved qg fields and the promotion of updrafts. The widespread stratiform precipitation of the
observed MCS was simulated in ASML, but there were only smaller and isolated precipitation regions in
CTRL (Figures 11a–11c). The stratiform region of the stormwas found to influence the local dynamic and ther-
modynamic environments of the MCS (Houze, 2004; Peters & Schumacher, 2014) and therefore affected the
subsequent development of the MCS. ASML appeared to “spin-up” the convection quickly. The convection
was produced during the first hour of the analysis period, while no convection was developed in CTRL at
the same time (not shown).

By 0400 and 0600 UTC (1 h and 3 h forecasts, respectively), ASML predicted the locations and areal extents
of lightning (Figures 10d–10i) and rainfall (Figures 11d–11i) regions more accurately than CTRL did. The fore-
cast lightning and rainfall regions in CTRL showed a westward deviation from the observations. However, the
lightning densities in ASML were smaller than observed, especially in northwestern Oklahoma (black arrows
in Figures 10f and 10i). The qg there was marginal owing to weakening updrafts (not shown); therefore, light-
ning was sparse.

To explain the forecast improvements seen in ASML, the horizontal wind field relative humidity and surface
temperatures were analyzed. In CTRL, the dry environment in southwestern Kansas (the near-surface relative
humidity was 30–40% drier than the observation) and the weak temperature gradients in central Kansas were
not favorable for the generation of strong convection. Therefore, updrafts were weak (not shown). In ASML,
the convections were forced at the observed lightning locations during the analysis time. The heavier rainfall
resulted in increased evaporative cooling, thereby producing cold pools in Kansas, Oklahoma, and Texas
stronger than those in CTRL. The associated southeastward spread outflow boundary led to stronger

Figure 8. For the case study of 27 April 2016. (a and e) The lightning retrieved qg fields (g kg�1; the maximum values in vertical) that are assimilated into the model
during the time marked in each panel. The simulated qg fields (g kg�1; the maximum values in vertical) of (b–d) CTRL and (f–h) ASML.
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Figure 9. The averaged vertical velocities between 3 km to 10 km MSL (red contours; contour of 2 m/s) and the 850 hPa relative humidity (shading; %) for (a) CTRL
and (b) ASML. The 2 m potential temperature (shading; K) overlaid with the 850 hPa horizontal wind fields (wind arrows; m s�1) for (c) CTRL and (d) ASML. The
biases of the simulated 2 m temperature (colored circles; °C) for (e) CTRL and (f) ASML. The observed temperatures are from ground meteorological stations. The
20 dBZ radar composite reflectivity contours (in black) are shown. The areas inside the violet frames highlight the reduced biases in ASML and are discussed in
the text. The valid time is shown above each figure.
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convergences along the convective lines than those in CTRL (not shown). The air in central Kansas was
moist (not shown) and provided water vapor to support the development of the northeast part of the MCS
during the forecast periods. However, the air in northwestern Oklahoma, which was ahead of the outflow
boundary of the southwest part of the MSC, was dry (the near-surface relative humidity was 30% drier
than the observation; not shown). The southeastward advancing outflow boundary was not able to trigger
the strong secondary convection along the outflow boundary because the dry environment was
unfavorable for strong kinematic lifting. In the region ahead of the MCS, the relative humidity biases could
not be corrected by the storm-scale LDA (not shown). Thus, large-scale background biases may limit the
effect of LDA.

3.3. Case 3: 8 July 2017

At the end of the analysis period (i.e., 0300 UTC), the discrete storms were simulated in ASML, and an MCS,
which resulted from the merger of two discrete storms, was well reproduced (Figure 12c). At this time,
CTRL failed to simulate most of the discrete storms (Figure 12b). During the analysis period, the locations
of lightning and precipitation regions were overall consistent with the observations in ASML, although there
were quantitative biases (not shown). In the forecast period, although ASML improved the forecasts
compared to CTRL, the consistency between the simulations results of ASML and observations worsened.
Some discrete storms were not maintained in the forecast period (black arrows in Figure 12f), and the
updrafts at those locations weakened shortly after the LDA period (not shown). Despite the increase in latent
heating at those locations, the lack of convergence did not allow those storms to persist.

By analyzing the wind fields and surface temperature fields of ASML, we found that there was no conver-
gence in the locations of the storms that decayed shortly after the LDA period (not shown). The initial and
boundary conditions derived from the 0.25° FNL data might not well capture such small-scale local

Figure 10. As in Figure 6, but for the case study of 3 July 2016.
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convergences. The promoted updrafts could not be maintained in such environment, which was unfavorable
for the development of individual storm. As indicated by Fierro et al. (2015), the forecast of the individual
severe storm depends, among other factors, on a balance between wind shear, cold pool strength/size,
and thermal instability, which is more difficult to achieve than in the case of well organized MCSs.
Therefore, the forecast for the individual severe storm will be more sensitive to the background errors in
the initial and boundary conditions.

3.4. Quantitative Evaluation of Lightning and Precipitation Forecasts

To evaluate the forecast results quantitatively, fraction skill scores (FSSs) (Roberts & Lean, 2008) were cal-
culated for lightning and precipitation forecasts of the three sets of experiments. The advantage of FSS is
that it provides a reliable assessment of displacement errors. In addition, it can be more tolerant to small
displacement errors compared with the ETS (equitable threat score), which makes it more suitable for the
evaluation of the simulation with fine scale grids. The ENTLN total lightning data and the STAGE-IV preci-
pitation data were used as references. FSSs for different neighborhood radii from 3 to 45 km (i.e., 1–15
neighborhood grid points) and different thresholds were calculated, and the results for the 24 km neigh-
borhood radius at the thresholds of 1/9 km2 (for lightning forecasts) and 5 mm (for precipitation forecasts)
were presented herein. For the first (cf. Table 1) and the second (cf. Table 1) sets of experiments, the 0–6 h
short-term forecasts were evaluated. For the third set of experiments (cf. Table 1), the nowcasting (0–2 h)
results were evaluated.

The variation characteristics of the FSSs over the forecasts for hourly-accumulated lightning (Figures 13a–13c)
were similar to those for hourly-accumulated precipitation forecasts (Figures 13d–13f). The experiments
with the LDA all produced higher FSS than the experiments without the LDA. As the forecast time progressed,
the FSSs of ASML gradually dropped. The differences in FSS between ASML and CTRL lessened. The FSS

Figure 11. As in Figure 7, but for the case study of 3 July 2016.

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027340

WANG ET AL. A LIGHTNING DATA ASSIMILATION METHOD 12,310



results of the experiments with a “spin-up” time before the analysis time showed negligible differences from
those without a “spin-up” time (not shown). The statistical significance tests were performed for the
differences in FSS between ASML and CTRL using paired t test. The statistical significance test results
showed that the differences in FSSs between ASML and CTRL at all selected thresholds and neighborhood
radii were statistically significant at 95% confidence level. For Case 1, ASML performed better than ASML-
FO in the first 4 h of the forecast time, which could be due to the faster production of the cold pools
(Figure 13a). ASML-FO performed better in the 5 h and 6 h forecasts.

The variation characteristics of the FSS over forecast time were similar to those reported in Fierro, Clark, et al.
(2015) (precipitation forecast) and Lynn et al. (2015) (lightning forecast), who used a relative humidity adjust-
ment based storm-scale LDA method developed by Fierro et al. (2012). The main reason for such variation
characteristics was that model solution was gradually saturated by the errors within the initial/boundary con-
ditions provided by FNL (as indicated by Fierro, Clark, et al., 2015). Additionally, the LDA mostly corrected the

Figure 12. As in Figure 5, but for the case study of 8 July 2017. The areas pointed by the black arrows are discussed more specifically in the text.
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storm-scale model states and had minimal effect on the large-scale environments. At the early stage of the
forecast, the storm-scale features played a major role. As time progressed, the role of the large-scale
environment became more influential (Johnson et al., 2015).

To focus on the impact of the LDA on convection nowcasting, we evaluated a series of the lightning and
precipitation nowcasting (0–2 h forecasts) results (cf. Table 1). The FSSs of the lightning and precipitation

Figure 13. FSS of the hourly-accumulated (a–c) lightning and (d–f) precipitation forecasts. The case numbers are shown on the top of each panel. For case 1, one
assimilation experiment was performed using the LDA method developed by Fierro et al. The neighborhood radii are 24 km, and the thresholds for lightning
forecasts and precipitation forecasts are 1 (at 9 km2) and 5 mm, respectively. 0 h represents the end of the analysis period.

Figure 14. FSS of the hourly accumulated (a–d) lightning and (e–h) precipitation nowcasting (1 h; 2 h forecasts). The experiments with 2 h, 3 h, 4 h, and 5 h analysis
durations are performed. In each experiment, CTRL-NC and ASML-NC have the same analysis duration. The neighborhood radii for all panels are 24 km. The case
numbers are shown on the top of each panel. The thresholds are shown in the figure legends.
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nowcasting of Case 1 and Case 2 are shown herein (Figure 14). It was found that the LDA noticeably improved
the accuracy of lightning nowcasting (Figures 14a–14d). The lightning nowcasting FSSs of CTRL-NC hardly
exceeded 0.5 for the threshold of 1 (at 9 km2) and 0.3 for the threshold of 5 (at 9 km2), while ASML-NC
increased the FSSs by 0.2–0.5. This result demonstrated that the LDA could be an effective way to improve
lightning nowcasting that is highly desirable by many applications. The LDA also significantly improved con-
vective scale precipitation nowcasting (Figures 14e–14h). Although the improvements were not as outstand-
ing as the improvements in the lightning nowcasting, ASML-NC improved precipitation FSSs by 0.1–0.3 in
most cases.

4. Discussion and Conclusions

An LDA method implemented in the NCAR WRF-RTFDDA system was developed wherein qg was used as the
proxy of total lightning rates. In this LDA method, column-integrated graupel mass is first calculated using an
observation-based linear formula between graupel mass and observed lightning rates. Then three-
dimensional qg fields are retrieved from column-integrated graupel mass by constructing and employing
simulated characteristic profiles of qg for different integrated graupel mass bins and utilizing a horizontal
Cressman spread process. A horizontal spread algorithm for qg is used to account for the existence of graupel
in the adjacent regions of lightning initiation points. The latent heat releases corresponding to the formation
of the retrieved graupel are then computed. The retrieved qg fields and corresponding latent heat increments
are nudged into theWRF thermodynamic andmicrophysical equations with the latent heat and hydrometeor
adjustment module of the RTFDDA system.

Three high impact weather cases were simulated to evaluate the impact of the LDA scheme on the short-
term (0–6 h) lightning and precipitation forecasts. Both of subjective comparisons and qualitative evaluations
were performed against the observations. The results showed that the experiments with the LDA outper-
formed the control experiments for 0–6 h lightning and precipitation forecasts and the LDA improved the
analysis and forecasts of qg fields, updrafts, cold pool, and front locations.

Currently, the main methods for operational nowcasting of severe convection weather are essentially
based on variant forward extrapolation methods. The extrapolation techniques usually outperform the
more complex NWP in 0–2 h lead times (e.g., Sun et al., 2014). In this study, we demonstrated that LDA
is an effective approach for producing lightning and convective weather precipitation nowcasting
(0–2 h ahead).

In Cases 2 and 3, the errors in humidity, temperature, and wind fields existing in the large scale background
negatively affected the effects of the LDA, and some promoted convection cells in the analysis time were not
well maintained in the forecast time. Further studies will test the effect of the multiscale DA, which combines
the storm-scale LDA with the synoptic and mesoscale conventional observations DA on the accuracy of light-
ning and precipitation forecasts. Similar to the results in Fierro, Clark, et al. (2015), who used a relative humid-
ity adjustment based storm-scale LDA method, the present LDA method also performed less well on the
forecast of the individual severe convective cell compared with the outflow-dominated MCS. As noted by
Fierro, Clark, et al. (2015), the forecast of the outflow-dominated MCS mainly depends on the simulation of
the location and strength of cool pool, while the forecast of the individual severe storm heavily depends,
among other factors, on a balance between wind shear, cold pool strength/size, and thermal instability,
which is more difficult to achieve than in the case of well-organized MCSs. Therefore, forecast for discrete
storms is more sensitive to the background errors.

Compared to the LDA methods using pseudo-qv or temperature increments to promote convection, assim-
ilating qg retrievals along with the latent heat could reproduce the qg fields, precipitation, and cold-pool
faster. Nevertheless, uncertainties exist in the process of retrieving the three-dimensional qg fields by using
total lightning rates only. For example, the relationship between total flash rate and graupel mass may
change in the high graupel density condition of supercell (Allen et al., 2016). The empirical qg profiles are
derived from the model simulation and are therefore sensitive to the model physics schemes (e.g., microphy-
sics schemes) andmodel setup (e.g., grid spacing). Also, themethod would neglect some detailed variation of
the vertical distribution of qg in a specific cloud. This contrasts over using relative humidity or qv as a proxy for
lightning, which does not rely on specific quantitative empirical functional relationship (Fierro et al., 2012).
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Further work should be conducted to quantify the impact of the uncertainties of the empirical formulation on
forecast performance.
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